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1. Environment Overviews

This section provides general information about the different product environments in use, including information on how to contact support for each product.
In This Section . . .
· 1.1 Alpha - VAX OpenVMS Environment
· 1.2 Exchange Server Environment
· 1.3 NT Server Environment
· 1.4 Network Server Environment
· 1.5 Print Server Environment
· 1.6 Web Server Environment
· 1.7 App Server Environment
· 1.8 Database Environment
· 1.9 Vendor Support Numbers
1.1 Alpha - VAX OpenVMS Environment

In This Section . . .
· 1.1.1 HP support (SMS)
· 1.1.2 Server Overview
· 1.1.3 Applications and Associated Databases
· 1.1.4 OpenVMS Layered Products
1.1.1 HP support (SMS)
For support, call 1-781-891-8827
You may need to provide the access and serial numbers:
	Software

	VAX - BLT1, BLT2, BLT6
	OpenVMS version 7.1
	access # 1828517

	Alpha - BLT3, BLT4, BLT5
	OpenVMS version 7.2
	access # 750284

	

	
	

	
	

	
	

	Hardware

	BLT1
	Serial # WF95108623

	BLT2
	Serial # KA247BK116

	BLT3
	Serial # NI62301FZF

	BLT4
	Serial # AY01301263

	BLT5
	Serial # NI817012NL

	BLT6
	Serial # KA050D3884


1.1.2 Server Overview
This table provides information about each of Microfinancial's servers, including where they are located, which Alpha servers work together with which VAX servers, and the kind of tasks each server performs. 

	
	VAX (ACMS)
	ALPHA

	Production System
	BLT6
	BLT4

	Test System
	BLT1
	BLT3

	Backup/hot System
	BLT2
	BLT5


Notes:
· Batch is run on BLT4.
1.1.3 Applications and Associated Databases
	Application
	Lease
	Appl

	Databases
	AR_DATA (LEASE_DATA)
TAX_DATA
DOCUMENT_DATA
PHONE_DATA 
SCROLL_DATA
AMORTIZATION_DATA
	APPL_DATA
REPORT_DATA
TAX_DATA
PHONE_DATA
ANALYSIS_DATA
 


1.1.4 VMS Layered Products
The third party products in this table run on both BLT4 & BLT5.

	Critical: 
These NEED to be running!

	Oracle Rdb

	Oracle SQLservices

	PerfectCache

	TCPware

	Non-Critical:
We can survive for a while without these.

	GoldFax

	CA Masterpiece

	Corel WordPerfect

	MailStream PLUS

	CODE 1 Plus

	Monitoring Tools:
Not required in disaster mode.

	WatchIT

	


1.2 Exchange Server Environment

For Exchange Server support, call 1-781-994-4900 or 1-781-994-4870 X2560
Support is available Monday through Friday, 8 AM to 4 PM.
The Exchange Servers are located as follows:
	Domain:  MICROFINANCIAL

	Server:  MFIMSR01
Server: WOBMSR01

Server: WALMSR01

	


1.4 Network Server Environment

For Network Server support, call 1-781-994-4900 or 1-781-994-4870 X2560
Support is available Monday through Friday, 8 AM to 4 PM.
The Network Servers are located as follows:
	Woburn

	WOBDNS1

WALDNS1

	WOBRAS01

WOBRAS02
WOBMPS01

	MFIDMC01

	MFIDMC02

	WOBISA01

MFIISA01

	Firewall 

	WOBFW01
WOBFW02

	

	WOBFW03 

WALCPF1

	VPN

	WOBISA01
MFIISA01


1.5 Print Server Environment

For Print Server support, call 1-781-994-4900 or 1-781-994-4870 X2560
Support is available Monday through Friday, 8 AM to 4 PM.
The Print Servers are located as follows:
	Woburn

	MFIFPS01


1.6 Web Server Environment

For Web Server support, call 1-781-994-4900 or 1-781-994-4870 X2560
Support is available Monday through Friday, 8 AM to 4 PM.
The Web Servers are located as follows:
	Production
	backup/spare

	WOBAPP1
WOBWEB01
WOBWEB02
WOBWEBDB01
	WALWEB01
WALWEB02
WALWEB03
WALWEBDB01


1.7 App Server Environment

For App Server support, call 1-781-994-4900 or 1-781-994-4870 X2560
Support is available Monday through Friday, 8 AM to 4 PM.
The App Servers are located as follows:
	Woburn

	WOBRFAX01

MFIAVS01

MFIWIS01

WOBTEL01 (PBX Database)




1.8 Database Environment

For Database support, call 1-781-994-4900 or 1-781-994-4870 X2560
Support is available Monday through Friday, 8 AM to 4 PM.
In This Section . . .
· 1.8.1 Database Servers
· 1.8.2 Databases
· 1.8.3 Databases by Live Server
· 1.8.4 “No Activity” Databases
1.8.1 Database Servers

	Production
	

	
	BLT4 - Alpha-ES40

	Backup/hot
	

	
	BLT5 - Alpha-4000 5/600

	Test
	

	
	BLT3 - Alpha-8400 5/350


1.8.2 Databases
	Full Name
	Location
	Live
	Repl

	AR_LEASE_ARCHIVE_DATA
	RDB5$DISK0:[LEASE_ARCHIVE_FILES]
	BLT4
	BLT5

	AR_LEASE_DATA  (LEASE_DATA)
	RDB1$DISK0:[LEASE_FILES]
	BLT4
	BLT5

	LEASE_AMORTIZATION_DATA
	RDB2$DISK:[LEASE_AMORT_FILES]
	BLT4
	BLT5

	LEASE_DOCUMENT_DATA
	RDB6$DISK0:[LEASE_DOCUMENT_FILES]
	BLT4
	BLT5

	LEASE_SCROLL_DATA
	RDB17$DISK0:[LEASE_SCROLL_FILES]
	BLT4
	BLT5

	LEASE_TAX_DATA
	RDB3$DISK:[LEASE_TAX_FILES]
	Unique on each cluster

	LEASE_APPL_DATA
	RDB4$DISK0:[LEASE_APPL_FILES]
	BLT4
	BLT5

	
	Note

	LEASE_APPL_ARCHIVE_DATA
	RDB5$DISK0:[LEASE_ARCHIVE_FILES]
	COPY OF OLD APPL_DATA

	
	
	

	LEASE_ANALYSIS_DATA
	RDB18$DISK0:[LEASE_ANALYSIS_FILES]
	 

	LEASE_PHONE_DATA
	RDB8$DISK0:[LEASE_PHONE_FILES]
	NO ACTIVITY

	LEASE_REPLICATION_DATA
	RDB20$DISK0:[LEASE_REPLICATION_FILES]
	NO ACTIVITY

	LEASE_REPORT_DATA
	RDB9$DISK0:[LEASE_REPORT_FILES]
	NO ACTIVITY

	
	
	


1.8.3 "No Activity" Databases   
	Database
	Simple Copy
	Complicated Copy

	Report
	Tax
	Analysis

	Appl_Arch
	 
	 

	Phone
	 
	 

	Replication
	 
	 

	CIP
	 
	 

	ACH
	 
	 


1.9 Vendor Support Numbers

     HP Support – Hardware   

          SMS   781-891-8827
Off-Site Storage Support - Iron Mountain
Support Number – 781-273-9500 ext. 0
	Woburn Customer No. - 3962



Oracle Support
Support Number - (415) 506-1500
	BLT4 - CSI 1096770 - 
	


BUILDING ACCESS

Cummings Maintenance

(781) 935-9899

AIR CONDITIONING and UPS

N Star – commercial - 800-340-9822

EEC
(888) 342-5332
Phone Maintenance
Summatis
For the purpose of reporting a service related issues, Customer will call 508-656-1099 M-F, 8:00am-5:00pm, and 508-656-1100 M-S 5:00pm-8:00AM.

2. Disaster Scenario Checklists

The following checklists provide guidance for dealing with losses of service in a variety of different areas.
In This Section . . .
· 2.1 Power Loss
· 2.2 Network Loss
· 2.3 System Loss
· 2.4 Database Loss
· 2.5 Application Loss
2.1 Power Loss

A. Woburn

[  ] Notify Owner of Building
[  ] Air Conditioning
[  ] Lights  
[  ] Security key cards
B.1 [  ] Office Area
[  ] Notify Owner of Building
B.2 [  ] Computer Room
[  ] Notify Owner of Building
[  ] Air Conditioning out
[  ] UPS kicks in until room gets too hot
[  ] Fans  turned on manually
B.3 [  ] Phones
[  ] Internal
[  ] External
[  ] Pay Phone
[  ] Cell Phones
2.2 Network Loss

Refer to Appendix P for details.
A. Woburn

B.1 [  ] Office Area
B.2 [  ] Computer Room
[  ] Woburn Clusters

[  ] BLT4/BLT6 Cluster
[  ] Cluster Node
[  ] Alpha – BLT4
[  ] VAX – BLT6
[  ] BLT5/BLT2 Cluster
[  ] Cluster Node
[  ] Alpha - BLT5
[  ] VAX - BLT2
[  ] BLT3/BLT1 Test Cluster
[  ] Cluster Node
[  ] Alpha – BLT3
[  ] VAX – BLT1
C. Phones

C.1 [  ] Woburn
D. Internet

D.1 [  ] Source Provider
D.2 [  ] Software
D.3 [  ] Hardware
2.3 System Loss

Refer to Appendix P for details.
A. Cluster

A.1 [  ] Production: BLT4/BLT6 or BLT5/BLT2
[  ]  Single Node
A.1.1.1 [  ] Alpha Node
Name _____________
A.1.1.2 [  ]  VAX Node
Name _____________
A.2 [  ] Test: BLT3/BLT1
[  ] Single Node
A.2.1.1 [  ] Alpha Node
Name _____________
A.2.1.2 [  ] Vax Node
Name _____________
B. Servers

B.1 [  ] Exchange Server
Name _____________
B.2 [  ] SQL Server
Name _____________
B.3 [  ] Web Server
Name _____________
B.4 [  ] Proxy Server
Name _____________
B.5 [  ] Firewall Server
Name _____________
C. Hardware Down

C.1 [  ] Call Support
C.1.1 [  ] OpenVMS
[  ] Compaq Servers
[  ] Acquire Replacement Hardware from Inventory
[  ] Replace Hardware
[  ] Obtain Replacement from Vendor
C.1.2 [  ] Network Box
[  ] Compaq Servers
[  ] Acquire Replacement Hardware from Inventory
[  ] Replace Hardware
[  ] Obtain Replacement from Vendor
2.4 Database Loss

A. Checklist
A.1 [  ] Corruption
A.1.1 [  ] Can't access a live database
[  ] Rmu/Verify database
Does it fail?
A.1.2 [  ] Can't access a standby database
[  ] Rmu/Verify standby database
Does it fail?
A.2 [  ] Disk Failure
[  ] Device down?
[  ] Controller down?
[  ] RAID set missing members?
B. Solution

B.1 [  ] Corruption
B.1.1 [  ] Live Database
[  ] Verify logicals
[  ] Restore database from backup
[  ] Access database after restore
[  ] Rmu/Verify database
B.1.2 [  ] Standby Database - See Appendix M for details
[  ] Verify logicals
[  ] Restore standby database
[  ] Verify sequence numbers of AIJ journals
[  ] Adjust Access database
[  ] Apply AIJ files
[  ] Remake .RBF file locally
B.2 [  ] Disk Failure
[  ] Replace disk/controller
[  ] Rebuild Raid/Bound structure
[  ] Restore files from backup
2.5 Application Loss

[  ] ACMS
[  ] SQLSRV
[  ] PowerBuilder
[  ] Replication
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